
4 E v a l u a t i o n  J o u r n a l  o f  A u s t r a l a s i a ,  V o l .  1 2 ,  N o .  2 ,  2 0 1 2

Using root cause analysis for evaluating 
program improvement
A common evaluation purpose is to determine whether a 
policy or program was implemented as intended: referred 
to as formative evaluation, process evaluation, or evaluating 
program improvement. A well-designed formative evaluation is 
important in: detecting program drift; providing timely feedback 
to program sta� to make cost-saving mid-course corrections; 
reassuring the sponsor that quality assurance measures are 
implemented to protect investments; and interpreting impact/
outcome evaluation. A formative evaluation should not just 
gather data on deviations from an anticipated course of action, 
but provide recommendations for improvement. Current 
methods for program improvement vary in their ability to 
solicit targeted recommendations. Root cause analysis (RCA) 
is a well-established, robust methodology used in a variety of 
disciplines. RCA has been primarily used by evaluators operating 
from a theory-driven orientation to evaluate the merit and 
worth of a program or policy. Surprisingly, a review of the 
literature suggests that RCA’s utility as a program improvement 
tool has remained largely unrecognised in evaluation. This 
article illustrates the application of RCA in evaluating program 
improvement. The conditions under which RCA might be 
preferred over other formative evaluation methods are 
discussed.

Introduction
There are many purposes of program evaluation, including evaluating oversight and 
compliance, merit and worth, and program improvement (Mark, Henry & Julnes 
2000). The focus of this article is on the methods used for evaluating program 
improvement. Formative evaluation, process evaluation, quality assurance, and 
program improvement are all synonymous terms1 in the evaluation literature for 
determining the extent to which a program or policy was delivered with fidelity.

Assessing program fidelity is important for two main reasons. First, results of 
an outcome evaluation can only be clearly interpreted if it is first established that 
the program was delivered with fidelity. If the program was not delivered as it was 
originally intended, then it is impossible to determine whether the failure to observe 
changes in outcomes was due to the design of the intervention or simply because 
the program was not executed correctly (Chen 1990; Mills & Ragan 2000). Second, 
assessing fidelity helps to detect program drift (Bond 1991). Detecting drift early 
on can result in significant cost savings and/or the identification of alternative 
implementation strategies (Reijers & Mansar 2005).  

Program improvements can be: minor changes, such as the editing of an intake 
form or other paperwork; moderate changes, such as training and sta� development 
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needs; or broad changes, such as system modifications 
or changes in policy. One of the greatest benefits of a 
formative evaluation is the subsequent enhancement of 
program sustainability, or its ability to be replicated and/
or modelled in other settings (Speelman et al. 2007).

Given the importance of formative evaluation 
in our field, it is advantageous for the evaluator to 
have a variety of methods at his or her disposal to 
find the best possible fit of method for the context. 
Formative evaluation methods include, but are not 
limited to, interviews, focus groups, observations, 
and survey questionnaires. One method that has 
received surprisingly little attention in the evaluation 
literature as a tool for evaluating program improvement 
is root cause analysis (RCA). It is unclear why RCA 
has been overlooked as a tool for evaluating program 
improvement. The purpose of this article is threefold: 
first, to review some of the more frequently used 
formative evaluation methods, highlighting their 
strengths and weaknesses; second, to show how the 
RCA methodology can be adapted for the purpose 
of evaluating program improvement; and third, to 
discuss how the RCA methodology compares to other 
formative evaluation methods. 

A review of four formative evaluation 
methods

Interviews
Interviews are used to obtain detailed responses 
from individuals (Ash & Guappone 2007; Creswell 
2009; Glesne 2011). Interview structures vary and are 
found on a continuum including open-ended, semi-
structured and structured interviews (Ash & Guappone 
2007; May 1997). Group and individual interviews 
may be conducted with clients and/or program or 
organisational sta� (Patton 2003). 

Under time constraints group interviews may be 
chosen (Gaskell 2000), but individual interviews o�er 
the undivided attention of the evaluator as well as 
account for status and power di�erentials that make 
speaking in a group uncomfortable (Lewis 2003). Also, 
individual interviews o�er flexibility in scheduling time 
and location (Lewis 2003). Interviews may last an hour 
or longer depending on the setting and structure of the 
interview (Ash & Guappone 2007; Gaskell 2000).

Individual interviews are recommended when the 
nature of the interview involves sensitive issues that 
someone might not feel comfortable discussing in a 
group setting and may hold back in their response 
(Gaskell 2000; Lewis 2003). Interviews are often 
voice recorded (McDavid & Hawthorn 2006; Posavac 
2011) and must be transcribed and coded at a later 
time (Ash & Guappone 2007; McDavid & Hawthorn 
2006). Evaluators must prepare adequately for an 
interview and explain carefully to the interviewee(s) 
what will occur; building rapport with the interviewee 
is crucial and can often be done in the beginning by 
asking simple questions to allow the individual to feel 
comfortable (Gaskell 2000; Posavac 2011). 

The evaluator may work with the interviewee 
to facilitate and prompt discussion as well as to 
ask follow-up questions (Ash & Guappone 2007; 
Posavac 2011). Yes or no questions must be avoided, 
and questions must be designed to prompt the 
interviewee to reveal useful information (Posavac 
2011). An evaluator must be trained to detect and use 
verbal and non-verbal signals in interviews (Posavac 
2011), and as such, the evaluator must possess 
aptitude in observation (Patton 1987). Additionally, 
the evaluator bears the responsibility of conveying 
the tone, emotions and perceptions in textual form 
revealed during the interview (Gaskell 2000). He or 
she must also possess advanced note-taking skills 
and the ability to appropriately pace the interview 
(McDavid & Hawthorn 2006). Evaluators must use 
the common language of the interviewee, be cautious 
not to infer too much from what is said (Gaskell 
2000), and not bias the responses of the interviewee 
(McDavid & Hawthorn 2006). An evaluator employing 
interviewing techniques must be extremely sensitive 
to their surroundings and possess ‘… concentration, 
interpersonal understanding, insight, mental acuity, 
and discipline’ (Patton 1987, p. 108). 

Interview data has limitations, as the interviewee 
is usually recalling past information (Gaskell 2000). 
Scriven (1991) argues if interviews are designed 
and implemented well, then they can yield valuable 
information; but he cautions that many times 
interviews are not conducted correctly. Open-ended 
interview questions provide an evaluator with 
detailed data based on an individual’s ‘… experiences, 
perceptions, opinions, feelings, and knowledge’ (Patton 
2003, p. 2) and often relies on direct quotations to 
reflect responses. Although, the breadth of the data 
accumulated from successfully completed, open-ended 
interviews cannot be denied, this method is time 
intensive. The evaluator must also sift through a large 
volume of data, and a balance must be met between the 
depth and breadth of interviews (Patton 1987). 

Focus groups
Focus groups are a type of semi-structured group 
interview. They are led by an evaluator or moderator 
who facilitates discussion around a specific topical 
area and thematic questions. One benefit of this 
method is the opportunity for individuals to interact 
with one another in discussing the various themes, 
often resulting in richer responses (Ash & Guappone 
2007; Gaskell 2000; Patton 2003; Posavac 2011). Focus 
groups are more informal than other methods (Posavac 
2011). Open-ended questions are usually asked by 
the moderator who must balance staying in the 
background with keeping participants from straying 
o� the issue (Posavac 2011). Also, they must remain as 
neutral and objective as possible (Lewis 2003). Focus 
groups usually include seven to 10 individuals (Posavac 
2011) and are held for an hour or slightly longer. 

Compared to individual interviews, focus groups 
are more e�cient, permitting more data to be collected 
within a short period of time (Ash & Guappone 
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2007; Gaskell 2000). Participants of focus groups 
should be more homogeneous, and commonalities 
among individuals should exist, such as educational 
attainment, age and socioeconomic status, in order to 
promote an open and comfortable discussion (Lewis 
2003; Patton 1987; Posavac 2011). Challenges arise 
in the information gained from focus groups when 
the participants do not feel comfortable and hold 
back from sharing their perspectives and opinions 
(Posavac 2011). Group dynamics need to be taken into 
consideration, as this setting may not be appropriate 
for the discussion of highly sensitive issues (Gaskell 
2000). Focus groups do not allow for the same type of 
personalised attention that individual interviews allow 
and it may be di�cult to recruit participants who are 
very busy; as this method requires the scheduling of 
a common time and location that is convenient for 
everyone (Gaskell 2000; Lewis 2003).

Observation
When using observation, the evaluator is immersed 
in the organisation, department or program for short 
or long periods (Ash & Guappone 2007). Non-
participant observation, which observes behaviors 
without the need for interacting with participants, 
is best used in more public spaces, and participant 
observation in more private settings (Posavac 2011). 
Participant observation allows for a comprehensive 
first-hand look at the di�erent processes occurring 
(such as sta� behaviors and other day-to-day activities) 
as opposed to being told what happened (Patton 1987). 
At times, observations can be enhanced with the use 
of checklists (Scriven 1991). This method results in 
rich descriptive data and allows the evaluator to collect 
information that may be otherwise missed (Ash & 
Guappone 2007; Patton 2003), as the evaluator is able 
to put the observations into context and see things that 
individuals may omit during interviews or open-ended 
surveys (Patton 1987). 

While observation methods can yield high-quality 
and detailed descriptive data, the data can be very 
time consuming and resource intensive to analyse. In 
addition, the evaluator must be careful to realise his 
or her own biases in the interpretation of the data 
(Ash & Guappone 2007; Patton 1987). Scriven (1991) 
warns that a grey area exists between interpretation 
and observation, and as such, those who employ 
observation should be trained carefully not to blur the 
lines between describing and inferring. Further, this 
method is not for novice evaluators (Scriven 1991). 
The presence of an observer can alter the ways in 
which people act (Patton 1987; Posavac 2011), and 
gaining access to conduct observations may prove 
di�cult (May 1997). Patton (1987) explains that 
descriptive data obtained from fieldwork observations 
‘… must be factual, accurate, and thorough without 
being cluttered by irrelevant minutiae and trivia’ (p. 12). 
Because of the challenging nature of observational 
fieldwork, the evaluator must be skillfully trained to be 
meticulous and precise as the evaluator/observer ‘… is 
the instrument’ (Patton 1987, p. 12).

Survey questionnaires
Survey questionnaires allow for a more systematic 
way of collecting information (McDavid & Hawthorn 
2006). They can include closed (Ash & Guappone 
2007) or open-ended questions and are used to elicit 
a wide variety of responses (McDavid & Hawthorn 
2006). Questionnaire formats are flexible (May 1997) 
and can be completed online, in person, by mail or by 
phone (Centers for Disease Control and Prevention 
2008). Questionnaires can be completed by a large 
number of respondents and are often more cost 
e�ective than other methods (Patton 1987). However, 
some authors have noted that questionnaires can 
have significant costs associated with them, which are 
discussed below (McDavid & Hawthorn 2006). 

Questionnaires can be completed after 
implementation or they can be administered 
continually. They are often used to gauge client 
satisfaction and perceptions (Carey & Seibert 
1993) and can serve as a checklist of what and how 
something was completed (Saunders, Evans & 
Joshi 2005). Potential drawbacks of questionnaires 
include issues with length, low response rates, and 
trouble in having adequate response choices (Scriven 
1991). Good surveys are resource intensive as time 
and money are spent creating the instrument, and 
special attention must be placed on how questions 
are worded (May 1997; McDavid & Hawthorn 2006). 
A good questionnaire should be piloted (May 1997; 
McDavid & Hawthorn 2006; Scriven 1991), which 
consumes precious time. Questionnaire responses 
need to be coded as well (May 1997). Also, surveys 
usually ask respondents to recall something from the 
past (McDavid & Hawthorn 2006), which can limit 
the quality of information received.

How participants are selected and the number of 
individuals needed to complete any of the formative 
evaluation methods reviewed varies depending on 
time, resources and context (Gaskell 2000; Patton 
1987). Individuals selected can include a variety of key 
stakeholders, such as program sta�, personnel and 
clients (Saunders, Evans & Joshi 2005). 

All formative methods can be used to elicit a 
variety of responses (Gaskell 2000) about individual 
or group perceptions, experiences and understandings 
of a program. 

Root cause analysis in evaluation
Root cause analysis (RCA) is a well-established, 
robust methodology used in a variety of disciplines 
(Adams et al. 1999; Aladwani 2001; De Grave, 
Boshuizen & Schmidt 1996; Hollnagel 1999; Liang 
et al. 2006; Rasmussen 1997; Senders 2004). Within 
the field of evaluation, RCA has been championed as 
a rigorous and user-friendly process (Morell 2000). 
Interestingly, a review of the evaluation literature 
suggests that the power of RCA has been recognised 
primarily in evaluating program merit and worth 
and not necessarily for the purposes of evaluating 
program improvement. For example, RCA principles 
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RCA methodology
RCA is a structured approach to recognising the real 
cause of a problem and identifying actions resulting in 
a permanent solution to that problem (Du�y, Moran 
& Riley 2012). The principles of RCA underpin 
many quality control methods such as failure analysis 
(Liang et al. 2006), problem investigations (De Grave, 
Boshuizen & Schmidt 1996), continuous improvement 
process (Adams et al. 1999), accident analysis 
(Hollnagel 1999), change management (Aladwani 
2001), failure mode and e�ects analysis (Senders 2004), 
risk management (Rasmussen 1997), and so forth. 
Although slightly altered and referred to somewhat 
di�erently across various fields, the essence of RCA 
remains the same: program improvement.

Before RCA can begin, a problem must be identified 
and defined. Since di�ering definitions of a problem can 
lead to the identification of di�erent root causes, it is 
important that the problem be operationally defined and 
stated in as concrete of terms as possible. In the example 
from Figure 1, the population is defined as children 
specifically between the ages of 5 and 18. However, it 
would be important to clarify whether this includes both 
males and females, which ethnicities, and to ensure there 
is a common understanding of the term cavity. 

RCA begins by placing the problem statement 
on the right-hand side of a whiteboard as shown in 
Figure 1, panel 1. Therefore, it is critical that the RCA 

are frequently used in theory-driven evaluation 
(Donaldson 2003; Renger & Titcomb 2002). More 
specifically, adaptations of RCA can be found in 
theory-driven evaluation methods such as concept 
mapping (Caracelli & Riggin 1994; Rosas 2005; 
Shern, Trochim & LaComb 1995; Trochim 1989; 
Yampolskaya et al. 2004); the Aetiologic Theory 
Structuring Guide (Cole 1999); and the antecedent, 
targeting and measurement approach (Renger & 
Titcomb 2002). These approaches use variations of 
RCA to identify and make programmatic assumptions 
necessary for evaluating merit and worth explicit. 

For the most part, the utility of RCA for 
evaluating program improvement in the evaluation 
literature has been overlooked. One exception to this 
is the work of Shern, Trochim and LaComb (1995) 
who extended the application of a specific type of 
RCA, concept mapping, to assess the fidelity of a 
psychiatric rehabilitation program to the original 
program after which it is was modelled. The focus 
of the study was to demonstrate the use of concept 
mapping in the assessment of model transfer 
fidelity. In other words, the authors used RCA to 
identify inconsistencies between the actual and 
model program, which could then be used to o�er 
recommendations for program improvement. Shern, 
Trochim and LaComb (1995) did not use RCA to 
evaluate day-to-day program implementation. 

PANEL 1 Problem statement

Children (ages 5–18) have 
cavities

PANEL 2 Problem statement

Children (ages 5–18) have 
cavities

First 'why'

Children are not brushing their 
teeth correctly/thoroughly

PANEL 3
Problem statement

Children (ages 5–18) have 
cavities

First 'why'

Children are not brushing their 
teeth correctly/thoroughly

Second 'why'

Brushing is not a priority

F I G U R E  1:  A  S A M P L E  R C A  P R O B L E M  S TAT E M E N T  A N D  F I R S T  A N D  S E C O N D  ‘ W H Y ’ Q U E S T I O N  R E S P O N S E S
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process begin by establishing an operational definition 
of the problem.  

Subject matter experts (SMEs) are then recruited 
to assist with the RCA. SMEs are individuals who 
have substantive content expertise. The number of 
SMEs needed for RCA depends on the purpose and 
size of the program to be evaluated, but Renger and 
Hurley (2006) have noted that the point at which 
little new information is gained (i.e. redundancy is 
approached) occurs at around eight to 10 SMEs. SMEs 
can be program sta�, recognised content experts, and 
although often neglected, representation of the target 
population that the program is intended to serve.  

RCA engages SMEs in an organised way to help 
understand and make explicit the reasons why a problem 
exists. RCA with SMEs can be conducted individually 
or in groups. The advantages and disadvantages of 
conducting RCA as a group or individually are the same 
as those noted for conducting focus groups or individual 
or group interviews (Gaskell 2000).

With the problem statement clarified, the SME 
is then asked the first ‘why’ question. For example, 
‘Why do children have cavities?’ The SME’s response 
is placed to the immediate left of the problem 
statement, as shown in Figure 1, panel 2. Note that 
the RCA process works from right to left. However, 
the logic of the evolving thread is checked from left 
to right using ‘if-then’ statements. For example, 
‘IF children are not brushing their teeth correctly/
thoroughly, THEN children have cavities’. The ‘if-
then’ technique for checking logic is used by several 
researchers (Chien, Wang & Chen 2007; Doggett 2005; 
McLaughlin & Jordan 1999; Renger & Titcomb 2002; 
Venkatasubramanian et al. 2003). 

SMEs are then asked the second ‘why’ question. 
This response is placed to the left of the initial 
antecedent condition, as shown in Figure 1, panel 3. 
Once again, the evolving thread of logic is verified using 
‘if-then’ statements by moving from left to right. For 
example, ‘IF brushing is not a priority, THEN children 
are not brushing their teeth correctly’. 

The process of asking SMEs ‘why’ questions is 
repeated until a root cause for the problem is identified. 
Ohno (1988) noted that it is seldom necessary to ask 
‘why’ more than five times along a single thread to 
uncover a root cause. Deciding where to stop a thread 
is more of an art and based on facilitator experience 
(Renger & Hurley 2006). However, continuing to probe 
with ‘why’ questions is unnecessary if an identified 
root cause is unlikely to change, such as poverty or a 
genetic predisposition. Another factor in deciding how 
far to query is whether the root cause being identified 
falls under the agency’s mission. For our example, 
it might be out of the realm of practice, interest or 
expertise for a group of dentists to provide nutritional 
counselling and interventions to a group of children with 
cavities in a rural community of a developing country, 
although nutritional factors are a root cause of cavities.

Once a thread of logic is complete and the root 
cause is identified, SMEs are asked to revisit the 
problem statement and identify another first-level 

‘why’. The process of asking ‘why’ is repeated again 
until a root cause is identified. For many problems, 
the process results in the identification of several root 
causes. An example of a partially completed RCA 
diagram is shown in Figure 2.

Adapting RCA for the purpose of 
evaluating program improvement
The example illustrated in Figures 1 and 2 is typical of 
how RCA is used in theory-driven evaluation to identify 
programmatic assumptions necessary for evaluating 
merit and worth. However, when evaluating program 
improvement the focus is on establishing whether a 
program was implemented with fidelity (Holzer et al. 
2006; Mark, Henry & Julnes 2000).  

When RCA is used for program improvement, the 
problem statement will always centre on the success 
of implementation. For example, a problem statement 
such as, ‘The program was not implemented as 
intended’ is fairly generic and can apply to almost every 
program. It is still important to ensure that there is a 
common understanding of the problem statement, but 
in the authors’ experience, problem statements for the 
purpose of program improvement are easier for SMEs 
to understand and achieve consensus as compared 
to problem statements used to derive programmatic 
assumptions when evaluating merit and worth.

In the example in Figure 3 (page 10), the problem 
statement is: ‘The university’s academic integrity 
workshop was not implemented as intended’. In this 
case the SMEs would be those with direct knowledge 
about the Academic Integrity Workshop and its 
implementation, such as: workshop instructors; the 
instructors’ supervisors; and individuals who serve on 
the university’s Academic Integrity Council, which 
might include faculty members, deans, and/or other 
administrators; or any other individuals who have 
direct knowledge and input about how the workshop is 
constructed or run.

As before, the RCA process begins by asking the 
SME the first ‘why’ question. For example, ‘Why was 
the Academic Integrity Workshop not implemented as 
intended?’ The logic of the evolving thread is checked 
from left to right using ‘if-then’ statements. The 
process of asking ‘why’ questions continues until a 
root cause is identified. The problem statement is then 
revisited and another first ‘why’ question is asked. In 
short, the RCA methodology does not change.

In the example, the RCA process identified several 
root causes. With the root causes made explicit, 
it is now possible for the department to use this 
information to make decisions about how to improve 
program delivery. One of the first decisions is to 
determine which factors are within the department’s 
direct and immediate control to change (Huntington 
& Renger 2003). In the example, the root cause 
‘people involved with the workshop frequently 
change’ is arguably beyond the sphere of the 
department’s influence. Turnover may be a common 
occurrence, especially when the workshop instructors 
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are graduate students. On the other hand, it may 
be that the department could potentially improve 
the availability of written lesson plans, improve on 
advertising the workshop, or resources permitting, 
create an online registration system.  

Strengths of the RCA methodology for 
program improvement
The importance of understanding the root causes 
before developing strategies to resolve program 
implementation problems cannot be overstated. 
Failing to first identify a problem's root causes can 

F I G U R E  2:  A N  E X A M P L E  O F  A  PA R T I A L LY  C O M P L E T E D  R C A  D I AG R A M  O N C E  A  R O O T  C AU S E  I S  I D E N T I F I E D  F O R 
T H E  P U R P O S E  O F  M E R I T  A N D  W O R T H

lead to activity traps, where the tasks are carried 
out correctly even though the tasks themselves are 
unrelated to solving the issue(s) at hand (Renger & 
Titcomb 2002). The consequences of activity traps 
on evaluation are immediate. The likelihood of a 
misdirected corrective action having its intended 
impact will be small, regardless of how well it is 
implemented (Anjard 1998; Cale & Harris 2009; 
Renger & Titcomb 2002; Spath 2003).

One of the major advantages of using RCA over 
other formative evaluation methods is that it provides 
specific information from which corrective actions 

Cannot 
understand 

hygiene 
development

Do not see the 
value of brushing

Just lazy

Grandparents 
like to spoil the 

children

Cannot a�ord 
toothpaste

Brushing is not a 
priority

Children (ages 
5–18) have 

cavities

Misunderstanding 
about oral 

hygiene

Misunderstanding 
about baby teeth

Parents are 
pressed for time

Children do not 
go to the dentist

Children are 
eating too many 

sugary snacks

Children are not 
brushing their 
teeth correctly

Parents do not 
make children 

brush
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can be easily derived. RCA visually presents the causal 
linkages, or antecedent conditions, that lead up to the 
problem and removes the ambiguity associated with 
corrective actions. Other methods, such as interviewing 
or focus groups, may provide useful information but do 
not necessarily identify specific items to be corrected 
or how best to correct them. The same is true for 
observations and survey questionnaires.

A second advantage of RCA is that issues are 
placed in context. For example, when using an open-

ended exit survey questionnaire that asks SMEs to 
identify program weaknesses, the result is typically a 
list of issues such as:

 ■ faculty members do not know that the workshop 
exists

 ■ faculty members do not send students to the 
workshop

 ■ faculty members perceive barriers to sending 
students to the workshop

F I G U R E  3:  A N  E X A M P L E  O F  A  C O M P L E T E D  R C A  D I AG R A M  I D E N T I F Y I N G  T H E  R O O T  C AU S E S  F O R  T H E  P U R P O S E  O F  
P R O G R A M  I M P R O V E M E N T

No-one could 
decide on the 

speci�cs of the 
workshop

Faculty members 
do not know that 

the workshop 
exists

Online 
system 
has not 

been 
created

Instructors are 
not provided with 

lesson plans

People involved 
with the 

workshop 
frequently change

No written lesson 
plans exist

The workshop 
was not 

advertised 
enough

Cannot submit 
workshop forms

The university’s 
Academic 
Integrity 

Workshop was 
not implemented 

as intended

Faculty members 
do not send 

students to the 
workshop

Faculty members 
perceive barriers 

to sending 
students to the 

workshop

No-one knows 
how the 

workshop is 
supposed to be 

taught

No workshop 
training tools 

exist

Instructors teach 
the workshop 

classes di�erently

Instructors are 
not trained in 

how to teach the 
workshop

Not enough 
students are 

enrolled in the 
workshop

Bad past 
experience using 
o�cial university 
processes to deal 

with students
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program implementation. Because of its focus on the 
true root cause(s), targeted corrective actions can be 
identified. Other methods may never discover the actual 
root causes of the problem or show the relationships 
between them. Additionally, RCA requires only eight 
to 10 interviews/maps and summaries, and can be 
finished quickly. The whole process requires less time 
and resources than other methods. Patterns in RCA 
interviews can often be identified after just three to 
four interviews have been completed. The RCA data 
is presented visually in a map, which aids sta� and 
personnel in understanding the issues and leads to 
them quickly identify corrective actions.

A potential issue to consider when employing 
RCA is that it highlights problems in implementation. 
Often implementation involves human beings, so the 
potential of RCA to be equated to assigning blame is 
high (Renger, Davis, & Granillo, in press). In these 
cases, it is of the utmost importance to make certain 
that the sta� involved in the process do not feel 
blamed or as if  their jobs are in jeopardy. It is essential 
that the root causes delineated as a result of RCA 
do not focus on ‘who’ issues, but rather ‘what’ and 
‘why’ issues (Williams 2001). This less-threatening 
approach creates a more positive environment that 
encourages problems to be detected earlier, thereby 
increasing the likelihood that a program will meet 
its goal and utilise resources more e�ciently. With 
the use of other formative evaluation methods, the 
likelihood of the ‘blame issue’ may not be as high, 
especially with questionnaires due to the anonymity 
of respondents. Because of the smaller sample sizes 
utilised in RCA, it may be more likely to pinpoint a 
person to blame as well as the individual who blames 
them. With that said, individual and group interviews 
as well as focus groups may also have smaller sample 
sizes and have to deal with issues of blame. With all 
formative evaluation methods, the evaluator must take 
precaution to ensure anonymity as much as possible 
and be aware of the potential for assigning blame. 

Conclusion
RCA seems to have gone unrecognised or has been 
undocumented in the evaluation literature as a robust 
methodology for evaluating program improvement. As 
we have demonstrated, RCA’s typical use as a method 
for generating program theory in evaluating merit 
and worth can be expanded to identify corrective 
actions for program improvement. RCA is a useful, 
easy-to-understand and targeted approach to collect 
program improvement data. The principal benefit of 
RCA over other formative evaluation methods is in 
the depiction of the relationship between issues and 
the identification of root causes. It is this fact that 
allows for targeted recommendations and corrective 
actions that are more likely to lead to improvements 
in program delivery.

 ■ not enough students are enrolled in the workshop

 ■ cannot submit workshop forms online.

Evaluation data presented this way makes it 
di�cult to identify where best to begin with respect 
to making programmatic decisions to improve 
delivery. In other words, when each listed weakness is 
viewed in isolation, it is di�cult to understand what 
might be the most e�cient and e�ective corrective 
actions. A major benefit of RCA is its depiction of 
the relationships between antecedent conditions and 
root causes. It is the root cause for which corrective 
actions are sought. A corrective action targeted at a 
root cause should be more e�cient because changing 
it will lead to a change in several other ‘downstream’ 
issues. For example, in Figure 3 one identified root 
cause is ‘no written lesson plans exist’. It is more 
e�cient for the department to focus on developing 
and recording workshop lesson plans because it 
should lead to changes in other downstream issues 
such as ‘no-one knows how the workshop is supposed 
to be taught’ and/or ‘instructors teach the workshop 
classes di�erently’.  If  the department focused on 
the downstream issues as opposed to the root cause, 
then it is less likely that it will achieve the desired 
improvements in program delivery. 

The quality of program improvement 
recommendations is directly related to the specificity 
of the evaluation data. Often, specificity is derived 
from source documentation (Renger 2010), which 
details the program implementation steps. From this, 
documentation checklists and tools can be developed 
a priori to evaluate the extent to which the program 
was implemented with fidelity. RCA may be especially 
useful when (a) there is no source documentation 
from which to develop a priori evaluation tools and/
or (b) no program improvement tools have been 
developed and the implementation of the program 
has commenced or is finished. RCA by its nature does 
not depend on source documentation and is typically 
used once a bottleneck or problem has occurred, thus 
negating the need for a priori data collection tools.

Comparing RCA to other formative 
evaluation methods
The RCA approach for program improvement is 
preferred over interviews, focus groups, observation 
and open-ended surveys or questionnaires focusing on 
client satisfaction because it: (1) provides structure to 
the process evaluation while still permitting the SME 
to describe the situation using their own terms; (2) 
assists in the prioritisation process needed for strategy 
development; and (3) leads to new ideas, as opposed 
to simply fixing an existing system, which has been its 
main purpose in other industries. Table 1 compares 
the strengths and weaknesses of the four reviewed 
formative evaluation methods and RCA. 

While other formative methods may yield larger 
volumes of data, RCA only collects data specific to 
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Method Strengths Weaknesses

Individual 
interviewing

Detailed responses

Opportunity for follow-up questions

Rapport building

Allow for sensitive topics

Flexible scheduling

Personalised attention

Respondent recall bias

More formal

Focus group Participant interaction

Detailed responses

Resource conservative

Rapport building

Less formal

Respondent recall bias

Group dynamics: participant inhibition, 
participant dominance, participant 
in�uence/sway

More prone to going o� topic

Observation ‘First-hand’ look

Descriptive data

Gathering of pertinent data that might have 
otherwise been missed or not discussed

Resource intensive

Observer bias

Observer can be seen as intrusive

Requires an experienced researcher

Ethical dilemma: observation of con�dential 
information

‘Grey area’ of interpretation

Survey 
questionnaire

Flexible formats

Potentially large sample size

Resource conservative

Less formal

Standardised data collection

Respondent recall bias

Low response rates

Limited response choices and detail

Typically too long

Resource intensive

Root cause analysis Provides information speci�c to the problem, leading 
to strategy development

Issues placed in context

Highly structured collection of data relevant to the 
problem

Detailed responses

Opportunity for follow-up questions

Rapport building

Allow for sensitive topics

Flexible scheduling

Personalised attention

Resource conservative

Less formal

Visually represents the causal linkages

May present opportunities for assigning 
blame

Requires an experienced facilitator

May not be as comprehensive

Best used after �delity issues present

TA B L E  1:  A  C O M PA R I S O N  O F  T H E  S T R E N G T H S  A N D  W E A K N E S S E S  O F  T H E  F O U R  R E V I E W E D  F O R M AT I V E 
E VA LU AT I O N  M E T H O D S  A N D  R C A
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